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ABSTRACT
A

The purpose of this study was to adapt and illustrate the use of a

cumputer program to score binary patterns of response on a short- A

form predictor test (Electronics Technician Selection Test and the

General Classification Test) so as to maximize the correlation L

between this predictor and a criterion (the final school grade in the

Basic Electronics and Electricity School).

A5

01

:1~ I!

!I

I-



TABLE OF CONTENTS

I. INTRODUCTION --------------------- 9

11. BACKGROUND---------------------------------------- 10

11I1. THE PROBLEM --------------------------------------- 11
t I~~V. DATA ----------------------------------------------- 14

A. DATA PREPARATION ----------------------------- 15

V. THE MODEL----------------------------------------- 17[

A. DOUBLE PRECISION REQUIREMENT ---------------- 17B. HE DA A A D --- -- -- -- -- --- -- -- -- -- 1
C. B. AIN THE DATACA------------------------------ 17

-D. THEIr JOINT FREQUENC-,Y DISTRIBUTION ------------- 20

SE. COMI UTATION OF PATTRN SCORES --------------- 20

F. ASSIGNMENT OF PATTERN SCOREFS TO SUBJEC"-TS --- 22

G. COMPUTATION OF CORRELATIONS---------------- 22

H. CONSTRUCTION OF RESPONSE PATTE RINS ---------- 23

1 . MULTIPLE CORRELATION COEFFICIENT -----------23

J. COMPUTATION OF REGRE SSION WEIGHTS ---------- 24

K. OUTPUTI ------------------------------------- 25

L. OUTPUTI1I-------------------------------------- 25

V1. CROSS VALIDATION ---------------------------------- 26[A. ASSIGNMENT OF PATTllERN SCORES ---------------- 27
VII. METHOD-------------------------------------------- 28

3



vi

A. PRELIMINARY STUDIES ................-... 28

B. ASSIGNMENT OF PATTERN SCORES ------------------ 31

1. The First Solution---------------------------31

2. The Second Solution -------------------------- 32

3. The Third Solution --------------------------- 32

1. The Final Solution---------------------------

C. READ IN OF ALTERNATE DATA ------------------ 33

D. THE ETST STUDY ------------------------------ 33

1. Test- Retest Reliability Coefficient---------------34

2. Correc don for Attenuation --------------------- 34

VIII. RESULTS ---------------------------------------- 36

A. DETERMINATION OF LINEARITY ------------------- 36 all

B. CORRELATION COEFFICIENTS AND TEST
STATISTICS ----------------------------------- 36

IX. CONCLUSION------------------------------------- 41

APPENDIX A SEVENBESTGCTITEMS 3ELECTDBY"SEQUIN"--42 !•

APPENDIX B SEVEN BEST ETST ITEMS SELECTED BY

"SEQUIN" -------------------------------- 43

APPENDIX C FIRST DATA PREPARATION PROGRAMW - -----. - 44

APPENDIX D LISTING OF FIRST DATA PREPARATION
PROGRAM --------------------------------- 45

APPENDIX E FLOWCHART OF SECOND DATA PREPARATION
PROGRAM ------------------------------ 46

APPENDIX F LISTING OF SECOND DATA PREPARATION
PROGRAM --------------------------------- 47

APPENDIX G LISTING OF VALIDATION PROGRAM ------------ 48

APPENDIX H OUPUT I: PATTERN INFORMATION----------52

4



APPENDIX I OUTPUT I: SUBJECT INFORMATION ------------- 56

APPENDIX JCROSS-VALIDATION PROGRAM LISTING ----------- 57

APPENDIX K OUTPUT P1l: SUBJECT INFORMATION (CROSS-
VALADATION) --------------------------------- 61

APi LNDIX L GLOSSARY OF COMPUTER TERM VARIABLES ----- 62

LIST OF REFERENCES ---------------------------------- 65

INITIAL DISTRIBUTION LIST------------------------------- 66

SFORM DD 1473 ----------------------------------------- 68

II "
§!

71 'U
N

A.

~~412



LIST OF TABLES

I. RECORD DATA CARD SETUP FOR VALIDATION
AND CROSS-VALIDATION PROGRAMS ---------------- 19

II. CORRELATION COEFFICIENTS AND TEST
STATISTICS DERIVED FROM THE GENEBAL
CLASSIFICATION 'FEST ------------------------ 30

III. CORRELATION COEFFICIENTS AND TEST STATISTICS
DERIVED FROM THE ELECTRONICS TECHNICIAN
SELECTION TEST ---------------------------- 39

6l

II

S6 ii



LIST OF FIGURES

1. CONSTRUCTION OF A MATRIX DESCRIBING THE
JOINT FREQUENCY DISTRIBUTION ----------------- 21

2. SCATTE R PLOT OF FINAL SCHOOL GRADE VS. SCORE
ON FULL ETST --- 7- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - 37

3. SCATT ER PLOT OF FINAL SCHOOL GRADE'VS. PATTERN
SCORE ON SHORT- FORM ETST -------------------- 38

-"7



11at

ACKNOWLEDGEMENTS

I wish to thank the following people for their assistance in the

research for this thesis: Dr. R. A. Weitzman of the Naval

Postgraduate School, Monterey, California, for his advice and

guidance; Mr. Leonard Swanson of the Naval Personnel and Training

Research Laboratory, San Diego, California, for the data; and my

wife Monika for her understanding during my long and late hours at

the computer center.

8
21



"'V~~~ nwv- -

I. INTRODUCTION

The Navy has been very much interested in recent years in the

possibility of using short-form tests to reduce testing time while

maintaining or eveD increasing test reliability and validity.

The advantages of a short-form test are manifold. With a

short but reliable and valid test the Navy could save thousands of

dollars in training costs by weeding out, before training even began,

those individuals who would probably not succeed. The administration

of the test could be done at a training command, e.g., Naval Training

Center, San Diego, Bainbridge, etc.. or even by a recruiter. For

example, if an individual desires to be a radioman and talks to a

recruiter about joining the Navy only if accepted for radioman training,

it would be advantageous for both the service and that individual if a

brief test of possibly five to seven minutes' duration could be admin-

istered, graded and evaluated on the spot against the individual's

desires foi such a Nevy career. With this brief test both the Navy

and the potential recruit would know, in a relatively short period

of time, vhether the man would succeed in radioman training.

IV
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II. BACKGROUND

Moonan (Ref. 1) pioneered this type of work for the Navy by

constructing a computer program having the capability of identifying

combinations of test items that have maximal validity. This program,

entitled SEQUIN (an acronym for Sequential Item Nominator) first 2
selects an item that has highest validity with the criterion. The pro-

gram then continues to select another item which, when.combined

with the first, produces a two- item test with a higher validity than

any other two-item test that includes the first item. This process

contin'es until the required number of items is selected and the

maximum validity tor this number of items is obtained, The advan-

tage of such a program is that a fairly long test, such as the General

Classification Test (GCT), might be shortened without sacrificing

validity while test time might be significantly reduced. '1
SEQUIN has shown, repeatedly, that a short-form test is at

least as predictive of final school grade as its long-form counterpart

(Ref. 2). Swanson and Rimland (Ref. 3) have found that a short form

of the GCT, e.g. one-half to one- third of the original length, is even

mo:-e predictive of recruit final achievement (RFAT) than the complete

form.

10
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IIl. THE PROBLEM

This study attempts to increase further the predictive validi!"

of an already brief test. The method, developed by Dr. R. A.

Weitzman of the Naval Postgraduate Scho!, Monterey. California,

is to we-ight item responses so as to maximize the co; relation with the A

criterion.

On an n-item test where each question is graded to be either

correct or iAncorrect,- there. 2n different possible patterns of

correct and incorrect responses. Thus, for example, on a five-item

"test there are 32 possible pattern sce%:es as opposed to six possible

scores if just the number of correct responses were tallied.

For example, suppose a three quetion zest is given to a group

of recruits in an attempt to predict mheji success in a Navy tralning I
school. There are eight (2 ) combinations of patterns running fromt

00 to I1l (where zeros are incorrect responses and ones are correct).

A subject-having a pattern of 101 has the saiite nun'ber correct as

another subject with the pattern 110, that is, two out of three.

However, the first individual's score might be more predictive of

success in a particular training school than the second subject's

binary pattern.

This study will focus on four different tests or test scores,

defined ar, follows: S-

-T-

_31~



1. Predictor - the predictor is a long-form test used for

predicting success in a Navy training school. !n this study, the

predictor is th.- Electronics T1echnician Selection Test or the General

Classification Test. Scores on the predictor are determined ty

counting the items an.rvered c.-rrectly.

2. Criterion - the final school grade in the Basic Electronics

and Electricity School.

3. Totale Correct - Zhe total number of correct responses out

Sof tjie szvet. questions ýielected by 'EQUIN analysis for this study.

4. Pattern Scot,-. - a special score assigned to each pattern of

reponses on the same seven items used to compute total correct.
(A precise definizk.n of pattern scores will be given in Section VE.)

Thus, trie purpose of this study was to:

I.. Gather large pools of data from a Navy training school,

2. Extract several suitable questions from the General Classi-

fication Test (GC- and the Electronic Technician Slection Test

AthETST),

3. Write computer prograir. thIt

a. constructs all possible patterns of ones and zeros for

M the number of extracted questions

31. calculates pattern scores for each individual pattern

c. assigns pattern scores to 7u'ajects

d. correlates the pattern scores of the subjects with

theiL final school grades

ft 12
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e. correlates the standard predictor test scores (either

"S • GCT or ETST) with final school grades

f. correlates total correct, witfi final school

grades

g. correlates pattern score with total correct

h. calculates a multiple correlation coefficient betwee-

a combination of pattern scores and total correct and

final school grades

i. calculates test statisti,:s for the correlations
j. calculates regression weights for pred.cting final

school grades from total-correct scores

k. creates a frequency distribution showing number of

subjects with each pattern score

1. outputs all infrxmation in an easy-to-read form for

usiZ in future studies

4. Determine those patterns indicative of success for a parti-

cular training school,

5. Test pattern- score predictions by suitable cross- validation.

13



"IV. DATA

All data used in this research were obtained from Mr. Leonard

Swanson of the Naval Personnel and Training Research Laboratory,

San Diego, California, aiid were stored on nine- track magnetic tape i
(Ref. 4). The data consisted of the individual records of approxi-

mately 2400 trainees who started, but not necessarily finished, the

Navy Bar=, Electronics and Electricity School in San Diego. Each

trainee's record consisted of the equivalent of six-computer card

records listing such information as:

1. Responses to items on the GCT, ETS'., and Arithmetic

Aptitude Test (ARI)

2. Scores on the GCT, ARI, and ETST ,

3. Navy serv'te number

4. Enlisted rating

5. Final school grace in Basic Electronics and Electricity

School

Tests used as predictors included the GCT and ETST. The GCT

consists of 60 verbal analogies and 40 sentence- completion items

with a 35- minute time limit. The ETS'r consists of three separately

timed. sections: math with 20 items and a 25-minute time limit; 1

science with 20 items and a 15-m', "ute time limit; and electricity and

radio with 30 items and a 20- minute time limit (Ref. 5).

14- ~*.'C 7 7 -~ -- ,.-- .~



Two sets of questions were provided by Mr. Swanson along

with their answer keys. The first set of questionr, consisting of

seven GC r items, and the second set, consisting of seven ETST

Sres, vwere selected using the SEQUIN program, The p-values,

question types and item validities are shown in Appendixes A anc B.

The criterion consisted of final school grades in the Basic

Electronics and Electricity School.

A. DATA PREPARATION

Two programs were written to extract and put into usable forms

all pertinent data for the study. (A glossary of ter-ms used in all

programs is contained in Appendix L.) The first prog-ram checked

for completeness of an individual's record, i.e., the presence of six

-•i computer-card images, and rejected those subjects whose files were

deficient. unfortunately several records contained special characters,

e. dashes, asterisks, etc., instead of integers. Therefore, the

first data preparation program converted any of these special

characters to zerog. Thus, a response other than an integer from one

to five was changed to a zero and counted as an incorrect response.

If a needed score such as the GCT, ETST orfinal school grade was

blank or contained sore non-numerical mark, the record for that

individual was rejected as being incomplete. (It is possible that some

of those incomple-,e records resulted from subjects not finishing the
school, i.e., being required to leave the service because of physical,

N• ~15 rschol i.~ e. ben
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emotional, or academic problems.) The output from this program was

written on tape or data cell and on paper.

Appendix C is the flowchart of this first program. Appendix D

is the program listing.

Although a subject's record consisted of six computer-card

records, most information was superfluous. Of the six cards, data

from three, at most, -,ere considered, Using the ant wer key supplied

by iMhr. Swanson, the second progcam graded, on different occasions

those E M'ST or GCT questions under consideration. Specifically, it 4

ascsgned ,n value oi one to a correct respons and a value of zero to

an incorrect response. By assigning ones and zeros to the responses,

the binary pattern was formed. The program also read the criterion

score and the predictor score.

The output from this second program consisted of:

1. binary pattern

2. criterion score

3. predictor score

4. an in-house identification number

5. tne- subject's service number

Appendix E is the flowchart for this second prcgram. Appendix F is

the program listing.

16



V. TrHE MODEL ,

The main program is divided into several distinct sections:

reading of data, determination of a joint frequency distribution,

computation of pattern scores, assignment of pattern scores to sub-

jects, computation of correlation coefficients (r's), computation of i

test statistics for r d2fferences, construction of response patterns,

ordering of response patterns according to the scores computed for f
them, calculation of a multiple correlation coefficient, calculation of

the correlation coefficient between patter,. scores and total correct

construction of a frequency distribution showing the number

of people with each patiern score, and output (printed and

punched).

A complete listing of the program is presented in Appendix G.

A. DOUBLE PRECISION REQUIREMENT

Because of the large sample sizes and the relatively large I
magnitude d several parameters, it was nevc=zary to use double

precision floating point numbers.

B. THE DATA CARD I

The data card initializes four variables that are frequntly used

in counting lcops (DO loops). The variables, N1, N2, N3, and N4,

represent, respectively, 'the numter of people in the sample, number

17
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of elements in a pattern, the range of criterion scores, and the

number of possible binary combinations using N2 items (2 N2).

K .C. READING THE DATA

9 [Data is read in only a prescribed format. For this program,

the individual's data record card is set up as shown in Table I.

There 6re two read statements. One read statement carries

out the reading of data that is to be used in the computations of the

program. The other read statement reads a dummy variable, "IDUM."

By placing the read statement involving IDUM before or following the

main read statement (involving binary pattern, criterion, predictor,

etc.); control over alternate selections of data can be attained. For

* •example, if odd numbered data we,-r- inly to be considered, the read

statement involving IDUM would follow the main read statement thus

acting as a dummy procedure to control data input. Note that all

input data is in FORTRAN ! format.

The variable "J" is used as the DO LOOP counter involving

I personnel with only one exception. That exception is in the determi-

nation of the joint frequency distribution. An "I" DO LOOP is used

for all other counting operations.

15 •At this point, the total correct out of the extracted questions

iarray stores this information. This array is

used in the calculation of the sum of total correct for all subjects and

us -the sum of the squares of total correct for all subjects. This infor-

VP i mation is later used in the computation of correlation coefficients

18x•
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TABLE I

RECORD DATA CARl) SETUP FOR
VALIDATION AND CROSS-VALIDATION PROGRAMS

HI

Column Number Item Program Symbol

1• !-7 Subject's binary P(I, I)

pattern

8, 9 Criterion Score C(O)

Z-B 10,11 Predictor A(])
(Score on ETST)

12-15 In-house ident. D(J)
number

19
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and the mean and standard deviation for use in the calculation of a

test- retest correlation coefficient.

D. THE JOINT FREQUENCY DISTRIBUTION

A joint frequency dis, ribution is constructed using decimal

equivalents of the 2N2 binary patterns and the range of criterion

scores. The rows of the matrix (denoted by matrix variable F)

represent the decimal equivalents of the binary patterns, and in this

case there are 128 (27) binary patterns (the reason for using seven

I[ questions is expleined in the METHODS section). However, the lowest

binary pattern score (0000000) is also equal to the decimal value zero.

Therefore, a value of one is added to all decimal equivalents, In

this way the first row is row one, not zero. and the last row is row

128.

The column numbers correspond to successive criterion scores.

Column one of the ma-trix corresponds to the subjects' lowest crite-

rion score. In this case, the lowest criterion score was '30 and the

higest was 99. The matrix is represented in Figure 1. 1
The "B" array is used to store the decimal equivalent of an

individual's binary pattern.

E. COMPUTATION OF PATTERN SCORES

The pattern score for a pattern is the average score of subjects

who have the pattern and is calculated from the F matrix by tallying

the number of subjects having the pattern and each criterion score.

20
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Figure 1

CONSTRUCTION OF A MATRIX DESCRIBING THE
JOINT FREQUENCY DISTRIBUTION

Columns"** ii
(30) (99)
1 69 [

Rows*

*Row numbers are decimal equivalents of binary patterns plus one.

"*GColumn numbers are criterion scores plus one minus the lowest 1-

criterion score. Numbers in parentheses are actual criterion

scores.

2U1



This number is multiplied by the criterion score and summed, and

the sum, S1, is divided by the total number of subjects having the

pattern, S2.

If any of the 128 patterns is not used, because no one has the

patrtrn, both S1 and S2 are set equal to zero, and an arbitrary

score of -1 is assigned to the pattern.

Immediately follovwing the computation of all pattern scores,

the scores are outputtcd on punched cards. The pattern scores

obtained i- this study are presented in Appendix Hi.

F. ASSIGNrMENT OF PATTERN SCORE TO0 SUBJECTS

A subject's decimal equivalent to his binary pattern is deter-

mined, and he is assigned the pattern score for that decimal

equivalent (the row index corresponding to z ie pattern in the F

matrix).

G. COMPUTATION OF CORRELATIONS

Correlation coefficients are then calculated between the

criterion and the predictor (GCT or ETST) and between the criterion

and the assigned pattern scores.

The sums of criterion scores (CI), pattern scores (Xi), and

precictor scores (Al) are determined along ,vith the corresponding

sums of squares (C2, X2, A2). The sum of the products of the

criterion and predictor scores (V), as well as the criterion and pattern

scores (W), is also determined. The correlation coefficients for I
22
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pattern vs. criterion (112) and predictor vs. criterion (R1) are then

calculated. The Z test statistic for the difference between these r's

is also calculated.

Three other correlation coefficients are computed later in the

program: a multiple correlation coefficient (see I below), the

correlation coefficient between total-correct and pattern scores, and

a test-rotest correlation coefficient used as an estimate of the 1
reliability of total correct scores on the predictor.

H. CONSTRUCTIONOF RESPONSE PATTERNS

Since there are 128-(27) different patterns of responses ranging

from OOOO•OO to U111111, the computer is assigned the otherwise

tedious and difficult job of constructing and outputting these patterns.

A difficulty encountered is that leading zeros of various binary

patterns, aoliough stored without incident in the machine, are lost

upon printing. Because of this, all zeros in the binary patterns are

converted to twos. This fact is noted on the printed output (Appendix

IH).

L. MULTIPLE CORRELATION COEFFICIENT

The multiple ocrrelation coefficient indicates the strength of

relationship between one variable and a linear combination of two or

more others that produces the strongest relationship. Since different

predictor variables are sometimes intercorrelated and so duplicate

one another, the multiple correlation ccefficient depends on the

"23



intercorrelation of different predictor variables as well as on the

correlation of each with the criterion variable (Ref. 6). 4
Specifically, the multiple correlation between criterion scores

and a combination of pattern scores and tou-l-correct scoires is

computed.

Since the coefficient of multiple correlation considers the

inter-relationship between the predictor variables, it should have,

theoretically, a greater value than the correlation between either

predictor and final school grades P!one.

The significance of the multiple r is next computed-using an F

statistic where F is the ratio of the variance of the residuals on the

criterion before considering the multiple correlation coefficient and

the variance of the residuals after consideration.

3]. COMPUTATION OF REGRESSION WEIGI-flS

Since there is a possibility that some binary patterns will not

be used (i.e., there may be some binary patterns no one has because

the sample size is small in relation to the number of binary combi-

nations), it is conceivable that an individual in the cross-,Validation

group might have a pattern that no one in the validation group

has. Correspondingly, regression weights are computed from the

relation between total-correct and criterion scores in the validation

group that.are to be used as input in the cross- validation study to

determine scores for individuals havir.g pattern scores equal to -1.

24

-• •



K. OUTPUTS I AND 11

The pattern responses are then sorted according to pattern

score from the lowest (ý1) to the highest (73.66) and, in conjunction

with the patte~rn score and total correct of that binary pattern, are

printed out in tabular form. The table and results thus obtained are_

shown in Appendix H as Output I.

Net abe r prepared listingthe sbjet:9 i-hus : : i:::;
fiair 3,,rdco co~r- hiLia colgae(rtro cr)

thepater sczeassocieted wt-he iaypt-rad nly

the total correct scored out, of the sevenqusin.Aamlshwg

the first 50 ~subjec-:s is presented -in -Appen~dix -1 as Output 11.

L. ADDITIONTAL. OUTPUT

All correlationis -n~d test -statistics cokmputed- during the

execution of the program are also printed. These results are pre-

sented and discussed in the RESULTS section.

-,---~ ,~25



VI. CROSS- VALDI.TION

Cross-validation is a method used to estimate the magnintde

of sampling variation. In cross-validation, results are obtained

from a second sample of people for comparison with the results of

an initial sample. If the results obtained frcin the second sample

confirm the results of the first the results are said to hold up under-

%cross- validation.

In addition to the validation or main program, described in the r•

preceding section, this study makes use of a cross-validation program,

which is essentially a portion of the main program. It differs in that

pattern score and regression weights derived from the previous

program are read in with new subjects' personal data and that patterns

are not constructed, pattern scores are not calculated, and there is

no need for a joint frequency distribution. The program listing for

the cross- validation is presented in Appendix J.

As can be seen from Appendix H, there are fourteen binary

patterns that were not used by the validation group in the ETST study.

Therefore, the cross-validation program has to determine if a subject

has a pattern that was not used in the validation program and, if he

has, it must assign him a score using the regression weights deter.-

mined from the validation group and his total-correct score.

26



A. ASSIGNMENT OF PATTERN SCORES

Various other methods of assigning pa ttern scores to patterns

that no individual in the validation group has were attempted. These

methods included: using the average pattert. score derived from the

main program, weighting more heavily those patterns appearing

more frequently than those appearing less frequently, ignoring a

subject in the cross-validation who had a pattern no one had in the

validation group (with adjustment of corresponding variables, e. g.,

sample size), and finally using the regression weights.

With only one exception, tbat of using the regression weights,

all methods of attack failed. All pattern-score validities were

significantly lowered in all the other cases. (The reason for the

abrupt drop in pattern- score correlation coefficients in the cross-

validation is discussed in the RESULTS section.)

Using the regression weights, howevcr, pattern score validi-

ties maintained a maximum, Scores were obtained by adding the

product of total correct and the slope regression weight to the

regressed mean.

Inputs for the cross-validation consisted of the same information

as noted in the main program plus the regression weights and the

pattern scores from the main program.

The tabular results for the first fifty subjects (even numbers

only) is presented in Appendix K as Output 111.

27
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VII. METHOD

The validation and cross-validation programs were first used
on GCT data. Not only was the GCT data analyzed, but it also .

served, at the beginning of the research effort, as a test platform for

debugging the validation and cross- validation computer programs.

The study concentrated on the ETST data, however.

A. PRELIMINARY STUDIES

GCT data were used in preliminary studies. Use of GCT data

as a predictor, as originally planned, was unsatisfactory because

the GCT was not designed as a predictor of success in a training

school and, of the seven questions considered in the study, approxi- $

mately one-third of the sample subjects had all correct, which is

hardly an indication of predictive validity.

The first step in the study was the determination of the sample

size to be used in the validation and cross- valididation programs.

Since the total number of possible combinations of ones and zeros

was 128 (2'), it was decided that an appropriate sample size in the

main program would be 2, 000. This would result in the theoretical

utilization of 15-16 subjects per binary pattern:

2,000 subjects 15.7
128 patterns
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The remaining subjects in the sample (379) would then be used in

cross- validation studies.

Table II summarizes the results of this first effort. As can be

seen from these results, the greatest validity for the validation

(main) group was obtained from the predictor vs. criterioni scores

(r = 0.51). However, the relationship between the pattern and VIi criterion scores was only 0.44. Although lower than the predictor

validity coefficient, it was still better than the r for total correct

(0.37). The high absolute values of the test statistics indicate that

all the differences were significant.

The cross validation tells essentially the same story. The

validities for the pattern and total correct were very

nearly the same as in the validation program. However, the validity

for the patterns fell short of its counterpart in the validation program

(rxval = .34 vs. rval . 44). This phenomenon resulted from the

weighting of item responses which maximized the correlation with

the criterion, i.e., minimized the error of prediction, thereby

capitalizing on chance in the validation group. The fact that chance

played an important role in the validation program was flurther

illustrated by one subject who had a binary pattern with four ones,

i. e., four out of seven correct, but who also had the highest of all

pattern scores.

Another explanation for the substantial reduction in pattern

vs. criterion validities is that the mean pattern score was used for

29
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TABLE 11

CORRELATION COEFFICIENTS AND

TEST STATISTICS DERIVED FROM
THE GENERAL CLASSIFICATION

TEST

Main Cross
Validation

r(pattern) 0.44 0.34

r(predictor) 0. 51 0.52

Z -2.72 -3.11

r(total ones) 0. 37 0. 36

Z 2.74 -. 27

NOTE: 1. The first Z is for the difference between the pattern-

criterion and the predictor-criterion correlations. The second Z

is for the difference between pattern-criterion and total correct-

criterion correlations.

2. The sample size in the main study Na.is 2,000 subjects

while the sample size in the cross- validation study was 379 subjects.
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individual. in the cross- validation group who had patterns no one had

in the validation group. A

B. ASSIGNMENT OF PATTERN SCORES 17

Because of the discrepancies in pattern- score validities for

both the validation and cross- validation programs, the problem of

assigning a valid pattern score to an individual who, in the cross-

validation process, had a pattern no one had in the main validation A

arose. Therefore, the several approaches mentioned earlier were

formulated and attempted.

1. The First Solution

The first of these proposed solutions involved the use of

weights proportional to the number of subjects having a pattern. S-4

The weights were to be calculated, along with iie pattern scores,

in the main program and outputted on punched cards. The theory

behind this solution was that if a binary pattern appeared very

frequently it should have been counted more heavily in the cross-

validation than those patterns appearing less frequently. Once again,

considering the subject who had the highest pattern score with only

four correct, it would appear logical that that person was not typical

and should not have been counted equally as others. That is, would

it have been valid to give his score the same weight as a score

that was 25 per cent more prevalent? If both scores receive equal

weight, distortion of the validities must certainly occur. Unfortunately,

a suitable method of computing and applying such weights was not found.
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2. The Second Solution

The second solution was to reduce the number of questions

used in the study from seven to six. With only six questions the

number of binary combinations would have been significantly reduced

(from 128 to 64) resulting in the utilization of more binary patterns.

It was hoped, in fact, that all binary patterns would have been used.

Thus, when going into the cross-validation phase all patterns would

have had pattern scores and the need for generating pattern- score

substitute:, in the cross-validation could have been eliminated.

However, e ien with consideration of only six questions (64 combina-

tions of ones and zeros), eight binary patterns were not used.

Furthermore, the magnitudes of the correlation coefficients decreased

markedly. Therefore, this approach was eliminated.

3. The Third Solution

The third solution called for the elimiration of those

subjects in the cross-validation who had a binary pattern no one

had in the validation study. The theory behind t.his solution was, in

essunce, to eliminate the problem by pretending It wasn't there.

This s6lution was not suitable for apparent reasons. For a test to

be valid in a real environment, vis a vis a laboiatory environment,

it must consider all contingencies.

4. The Final Solution

It was finally dedided to calculate regression weights andI

use these in assigning pattern scores to subjects in the cross-valida-

tion who had patterns no one had in the mnain program.
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C. -READ IN OF ALTERNATE DATA

The possibility of sample bias was also considered, e. g. ,

p-edictor or criterion scores of the entire sample could have been

placed in .order of increasing or decreasing magnitude. Therefore,

it was decided to split the sample in half; the first half to be us(;,

in the validation program and the second half in the cross- validation

program. The main or validation program was then designed to

read the records of every alternate subject, e.g., every odd-

numbered subject, and make appropriate calculations from those

data. The cross-validation also read every alternate

but complementary record. Thus, for example, if the main program

read every odd record, the cross- validation program correspondingly

read every even record. Unfortunately, however, splitting the

sample this way resulted in a drop in the number of

subjects per binary pattern from fifteen to approximately nine.

D. THE ETST STUDY

After solving the problem of assigning pattern scores to

subjects in the cross- validation study, the research focused on

utilization of the ETMT as the predictor.

Data preparation followed the same procedures as those

noted in the data-preparation section of this thesis.

In addition to the tables and correlation coefficients ccmputed
in the validation and cross-validation processes, the programs also

outputted the sum of total correct and the sum of the squares of
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total correct for all subjects. This was used in. the computation of

the mean and variance for total correct (total ones). The reason

for these calculations was to determine the test- retest correlation

coefficient.

1. Test- Retest Reliability Coefficient

The test-retest reliability coefficient, as described by

Weitzman (Ref. 7), is an estimate of the correlation between identical

versions of a test taken by the same persons in inidependent trials. .:

For a test with n-items and a-alternatives, this estimate is:

rtt = 1 - n-M

where M and S are the mean and standard deviation, respectively.

This estimate of the test-retest reliability coefficient

can be used in the determination of the correction for attenuation.

2. Correction for Attenuation

Because correlation results are obtained from fallible

measurements, errors tend to reduce or attenuate the correlation

between traits. Using the formula for correction for attenuation, it

is possible to estimate what the correlation would be if perfect,

errorless measurements were available (Ref. 8). Correlation

coefficients that are corrected for attenuation cannot be used in pre-

diction equations but can be used when analyzing relationships to

make allowances for random errors of measurement.

Using the test-retest correlation coefficient computed for

the predictor, it is possible to calculate the validity of the predictor
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corrected for attenuation. The value obtained from the following

formula is the theoretical correlation coefficient if the predictor

were error-free:

rpC
(2)

The correlation coefficient rpc is the measured val-dity between H

the predictor and criterion, and rpp is the test- retest reliability

described in the previous section. A comparison between the

validity coefficient (rpC) and the validity coefficient corrected for

attenuation (r... C) was used as an indication of how close this study

came to the theoretical limit of validity for the predictor. Specifi-

cally, rpc (total correct vs. final school grade) was compared to

the corresponding correlation coefficient corrected for attenuation.

_I
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VIII. RESULTS

A. DETZE: INATION OF LINa hA RITY

A product-moment correlation coefficient is good only if a

linear relationship exists between the -Mariables that are being corre-

lated. Figures 2 and 3 are scatter diagrams which were used to

determine if a linear relationship existed between total correct out

of seven and final school grade and the full ETST score and the

final school grade. Note that almost all the points can be enclosed

in an oval which goes from the lower left to the upper right, there-

fore indicating linearity (Ref. 9).

B. CORRELATION COEFFICIENTS AND TEST STATISTICS

Table III liis the values for all test statistics and correlation

coefficients.

As can be seen from that table, the value of rpattern score

decreases from 0.76 in the validation program to 0.72 in the

cross- validation program, the reduction due to maximization of

chance in the main program. The computation of the multiple

correlation coefficient was desired to see if pattern scores add to

the predictive ability of total-correct scores. The

multiple correlation coefficient did not increase the value of

rtotal correct thus -indicating --no additional predictive ability. The
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TABLE III

CORRELATION COEFFICIEN(TS AND
TEST STATISTICS DE RIVED FROM
THE ELECTRONICS TECHNICIANI

SELECTION TEST

Cross-
____________Main Validation

r(pattcrn score) 0.7 0.72
r~predictor) 0.61 0.60

7.1 4.93

r(total correct) 0.72 0.73
IZ 2.26 -. 54

I r(pattern score/
total correct) 0.95 0.9

r(multiple) 0.76 0.73
F 176.36 15.38

r(test- retest) 0.13

Correctron forI
Attenuatior' 0.85JNOTE: 1. 1-the first Z is for the difference between the pattern-

r__.-_-ronan th pedcto- rierin orelaios.The se-oind Z

is:for the difference between pattern-:criteriop and ttlcre-

2. The sample sizes in both the inain anxl cross-'valcadariocn

stdiswzs. 1. 182 -subjects,.
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large value of F indicates that the total-correct scores contributed

significa-ntly to the predictive ability of the pattern scores,

however.

The high value of the correlation coefficient between pattern

scores and total-correct scores indicated that the seven items used

in the study constituted a very valid test and that the total correct

could be used as a predictor that is as good as the pattern scores

for these items.

The correction for attenuation revealed that the highest validi•;

bheoretically obtainable by improving, o reliability of the seven-iI

item predictor was 0. 85, The value actually obtained, 0. 73, was

equal to the test-retest reliability of the test. Since it is not reason-

able to exTect that a test will correlate mor6 highly with another

test than it does with itself, it is no wonder that the pattern scores

did not correlate better with the criterion than the total-correct did.

7_
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IX. CONCLUSION

The two FORTRAN computer programs developed in this

study successfully determined and correlated pattern scores with

the criterion. However, the questons extracted from the ETST

were so highly valid that they could have been used alone, i. e.,

without pattern scoring, as predictors of success in the Basic -A

Electronics and Electricity School.

t It would be intercsting to continue ih-s study using biographical i

information, not ordinarily quantifiable, instead of extracts from

"current examinations. Biographicht questions cai cf.'lly constructed A

and easily verifiable could bee used in predicting behavior, and pattern

scoring is a melhod that can be used to quantify responses to these

questions. Responses quantified by pattern scoring, in fact, will

show the highest possible correlations with predicted behavior.

A
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APPENDIX A

The Seven Best GCT Items Selected by SEQUIN

(1) (2) (a) (4) (5)
Form 7 Item Recruit Median Median

Item Type P Value School School
Number p Value Validity

13 A .77 .88 .22

19 SC .60 .78 .20

31 A .75 .85 .20

55 A .41 .49 .24

62 SC .60 .69 .26

67 SC .80 .87 .26

94 SC .55 .78 .30

NOTE: 1. Values in Columns (4) and (5) are based on item data

only for schools in which that item was selected in Program SEQUIN.

2. A analogies; SC = sentence completion item.
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APPENDIX B

The -Seven Best ETST Items Selected by SEQUIN

Question Item Recruit Median School Median
Number Type* P- Value P-Value School Validity

3 M .57 .71 .34

11 M .38 .58 .44

13 M .58 .69 .32

22 S .57 .77 ,'4

40 -S .21 .37 .40

41 E .31 .39 .26

50 E .25 .31 .28

* M = Math; S = Science; E = Electricity or Radio
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-. APPEFIDIX-C

FIRST DATA PREPARATION PROGRAM

READ CARDS

NO

WYRITE I'll
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APPENDIX D

Listing of First Data Preparation Program
C
C THIS PROGRAM EDITS RAW CATA FOR USE IN ETST STUDY

INTEGER*2 CASH,ZEPOsBLANKvIW,1C3qIC4,1C5DIMENSION I W8 3)
CATA DASH-/'- '/9ZERO/'C '/,BLANK/' l1 1 !C3/'3 1/,1C4/f

K=1
C
CCHECK CARD NUMB3ER
10 REA9(494C0. EtllD5OO) IW

IF[IW(8).EC.IC1) GC TO 12I
]F(IW(8).EQ.1C2) GC TO 12
IF(IW(8h.EO.1C3) GO TO` 10
IF(IW(8).EO.ZC4) GO TO 10
MF(IW(6) E0. IC 5) GO TO 12
IF (IW (8) .EO. IC6) GO TO 12

403 FORMAT(BOA1.)

CZ&RCIZE STARS, BLANKS, CASHES
12 DO 20 !=1*8C -0

IF(IW(I).EO.STAR) IW(Il)=ZEZRO
IF(1W(l).EG.BLANK) IVI(I)=ZERO
IFflW(I).EO.OASH) IW(!)=ZEP.O

20 ClrNTINUE
W'UITE(69401) 1W

300 FORMAT(8OA1)A
401 FORMAT~lX,80A1)

GO TO 10 7
500 IF(K.GE.2) GO TO 99

K=K+1
GOTO 10

99 STOP
END

II(W..FTO6FOOl DO SPAC-E=(CYLd5s5)4'rLSEF)
//GO.FT34FOJ1 ED UNIT=240ý)VOL=SER=NPS416,DISP=(OLDPASS)i

II0B=R-CRFM=FB,LRECL=8C,BLKSIZE='tB0O),LABEL~(1d'4L,,IN)i
II DS~li=U-l

I/CO.FT34F302 DD UN4IT=2400,VOL-=SE:R=NPS416,DISC=CLDJ,PASS),
IIDCB=tRECFM=FB,LPrýECL=3O,BLKS:ZE=4eo003,LAB3EL=(29,\L,,IN),
1/ DSN=EF2

lIGO.FT0SFOOI 00 £'1SP=Ci'ýEi.tKEEP~) ,UNi11=232l1f,VL=SrER=CEL0O1,
II LEBL=EXPDT=731S01SPAC:-(7K;d571 1))1 DSNAME=SC:,Th.KPW2,
Ii 02=CRECFM=FSkBLKSIZE2=2J),LREcL=80)

IK
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"APPENDIX E

SECOND DATA PREPARATION PROGRAIM

RED CARDS
5,6• I-

g I

COi•PUTE •A•1AE
OF CRITERION SCORES

COCORRECT ETST QU S TIONS
ASSIGMIN I TO COR•E'1, RESPONqSEf 0 TO INCORRT RES PONSE

I1

SI
P3INARY PATT2RN, PREDI[CTOR SCORE,

CRITERIO1 SCORE, IN1-HOUSE I.D.,
NAVY SERVICE i"I.... ""R

If

- RA•'G4E OF
S:RiTERIiON SCORES

• I
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C APPENDIX FIV
R. C Listing of Second Data Prepation Program

C THIS PROGRAM EDITS DATA FRO1M THE ETST TEST
C. A(J)=PREDICTORC(J)=CRITERIONDtJk=SERV.NO.,
C

IMPLICIT !1YEG-ER*-½e(A-Z)
O)IMtE.,"!\SP.'ii 5001,C(2500),Di2500),rW(7)

V ~~DAITA ISAMPPNREAD,i,'WRITENPUNCH,#IHIILO/2400,8j6,7,t
156,56/
D0 100 J1=1,ISAkiP
IF(J.EQ.2398) GO T Q' 5 0

t 10 READ(iNREAD1 1 END-'C) BD(J),KDNUM,(W{I)tI=197',r 1 FORMAT(AI,16,Il.TII1,11,T19, I1,T21,11,T30, IlT48, Ii,
1 T49vII t T 58.I11)

C
C FIVE AND SIX

IF(KDNUM.EQ.51 GO TO 3
GO TO 10

3 K=1
READ(NREAD,2) KDNUM*A(J)oC(J)A

2 FORMAT(T8,I1. T52#12 ,T64912)
IF(KDNUM.EO.6) GO TO 7

7 K=K+1
IF(K.NE.2) GO TO 101

C THIS PHASE CETERMINES RANGE OF CRITERION' SCORES
IF(C(J).EO.3) GC TO 12
IF(C{.!).LT.ILO) ILO=C(
IF(C(J).GT.IHI) IHI=C(Jo

C
C THIS PHASE DETERM1INES CORRECT/INCORRECT ;'.ESPONSES f
C OF SELECTED E.TST ITEM4S NOS. 3v1'1,13v22940t41, AND 50
12 IF1W(1).NE.5) W(1)=0

IF W(3).NE.5) W(3)=0
IF(W(2) NE.5) W(2)=O
IF(W(4).NE.2) W(4)=0
IF(W(5).NE.3) W(5)=3
IFFV.(6).NE.2) 4(6-)=C
I F(W (7) .NE.3) W(7)=O

DO 20 1=1#7
IF(W(I)*EQ.O) GO TO 20

20 CONTINUE
CA
C OUTPUT INFO ONTO CARDS, DATA CELL* PAPER
C 1J' IS USED AS INHOUSE ID

WRITE(NWPITE,30) (W(I)vI=lv7),C(J),A(J)9J9B9O(J) A30 FRMAT4(I-71l,I2,I2,I4,T209Al#I6v5X))
WRITE (NPUNCH,401 (VI(I) 91=197) 9C(J) PA(J) vJvEtDCJ)
WRITE(4,40) (W( I),!=197)vCCJ),A(J),Jt3tD(J)

40 FORMIAT(71J.,l2,12,14,'r-3t2),AI,6)g13:3 CONTINUE
50 WRITE16:25) IHI.ILO
25 FORMAT(' IHI EQUALS''t12,/' ILO ~EQUALS'9129/)

STOP
END

//GO.FT'06FO31 DD SPACE=(CYL,(5*5)9RLSE)
IIGO.FTC7FrCO1 DD SYSOUb=B
//G0.FT08COO1 DO DSN=S0575.KPW2,UNIT=2321,VOL=SER=Cý:LOOI,

/ DC B(RE CF 'A= F B .L K SI Z'E:=2 0 J 0 L R E CL = 8 0 vO.S P CCLDK EE
iiGO.FT04F00i DO DS (~KC),NT22,OUESRCLO

II LA8EL=EXP0T=73180*:SPACE iTRK,(5 )DSN A .ES0 5 7 5. K W 35,
1/ CCB=(RECFM=FB8.BLK$IZE=20ý03.LRECL=8O) A

W I
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C ADPENDIX G
C Listing of Validation Programn'
c

C THIS PROGRAM WORKS ON ODD NUMBERED QUESTIONS FROM THE
C ETST EXAM. THE MULTIPLE CORRELATION COEFFICIENT IS
C CALCULATED AS WELL AS THE CORRELATION COEFFICIENT
C BETWEEN PATTERN AND T OTAL CORRECT.

C
INTEGER*4 AC,D,E,GH,P

REAL*8 C1,C2,AlA2,V,W,X,RlR2,R3,R4,R5,Q, ZlZ2,Z3,Z,
IRISTARtAAfBB

CIMENSION A(1200),B(1200),C(1200),D(1200),E(ý200)},
IF(128,47),Gf12a)v (128),P(7,1200),S(128),X(I200)

CATA N1,N2,N39N4/1182,7,47,128/
L=O

C
C
C READ IN CATA
C

DO 13 J=1,Nl
READ(9,9)(P(I,J),I=zN2) ,C(J) ,A(J),D(J)

9 FORMAT(7II1.12912914)SC IDUM IS A DUMMY VARIABLE CONTROLLING THE READING OF

SC EITHER EVEN OR ODD CATA.
C•i ~READ{9,2) IDIUM -

'" i 2 FORMAT I I) -
•.- -13 CONT INUE •

£ C
C

c COUNT TOTAL ONES FOR EACH SUBJECT •2

5 DO 15 J=1,Nl
E(J)=O
DO 12 1=10,N2
E(J) =P( I ,J)+E( J)

12 CONTINUE
15 CONTINUE

IA1=3
IA2= 0
IV=O
DO 8 J=I,NI

C

C, IA1, IA2, IV ARE VARIABLES TO BE USED IN THE CALCU-
C LATION OF R(TOTAL CNES) LATER IN THE PROGRAM.
C

IA1=E(J)+'EJIA'{ =;(J * (J)+I AI
ii "- ~IV=C(J )*E(J )+IV ••

8 CCNTINUE
C
C OUTPUr" VAL.UES FOR IA1l, !A? TO BE USED IN TFE

I CORELATICN CerFFICIENT.
• C ~~~COMPUTATION OF TEST-RETEST GREATNCCF!IT ,

- ~C
WRITE[6,99g) IAI,IA2

999 FORMAT(T20, !A1=',i8,//,T20,'IA2•',I8)

C
C DETERMINE THE JOINT FREQUENCY DISTRIBUTICN OF PATTERN
C AND CRITERION SCORES (THE SECOND I LOOP CCNVERTS
C BINARY NUMBER PATTERNS TO DECIMAL EQUIVALENTS
C TO SERVE AS ROW ADDRESSES.

014 T.,•= +
DO 17 J=1,N3FIIJ)=O, .
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Listing of Validation Program
(Gon~inued)

17 CENTINUE
k 14 CONT INUE

CO 18 J=1qN1
M= 1
K=N4
00 19 1=1*N2
K=K/2
M=K*P(I,J)+M 2

19 CONTINUE 4
N=C(J)-2S
F(M*N )=F(MtN)+l

18 CONTINUE 0
C 

x

C 
:45

c CCMpu7ATION OF PATTERN SCORESI C
CO 20 1=19N4
S1=0 

A
S2=0
DO 21 J=1.N3
S2=F(I ,JflS2
S1=(J+29)*Ft I,J)+S1

21 CONTINUE
IF(S2.EO.O) GO TO 10
S I )=Sl/S2
GC TO 20

10 S(I)=-1
20 CONTINUE

W R I T-(7*2 5 (S (I)1-1 144
25 FORMAT(10F7.4)

C

C ASSIGNMENT OF PATTERN SCORES TO SUBJECTS
C

CO 31 J=19NI1
K=B(J)

31 CCNTINUE

CI ~Ca
C COMPUTATION OF CORRELATIONS

Al =0 * O
A2=0.DO
C1= 0. DO
C2 =0. DO 3
X2=3.DO 

1

W=O.DO
D41J=1.N1

C1=CiJ)+CI)C41

Xl=X(J)+XI
X2=X(J)*Xt J)-iX2
V=C(J) *ACJ )+V
W=C(J)tX(J )+W

41 UU=E(J)*X( J)+uu

I R3=(Nl1*C2)-(C1*C1)
R5=(N1*W)-(C1lX1)
Q= (R2*R3)**)3.5
R2=R5/0

CI C FIRST TIME THROUGH PROGRAM R1 IS THE CORRELATION-.
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Listing of Validation Program
(Continued)

C COEFFICIENT FOR PATTERN SCORE VS. CRITERION. SECOND
c TIME THRCUGH R1 IS CORRELATION COEFFICIENT FOR TOTAL

C ONES VS. CRITERION.
C
30 Rl::(Nl*A2) -(Al*Al)

R4=(NI.*V)-(Cl*A1)I. ~Q 0(R1*R3 )**0.5
R 1=R4/Q
IF(L.EO.l) RISTAR=Rl

C

C COMPUTATION OF TEST STATISTIC FOR R DIFFERENCEL~. C ZL=DLOGCZI)/2
IF(L.EQ.1) GO TO 40
Z2=(1+R2)/th-R2)
Z2=DLOG(Z2)/2
Z3=2./(N1-3.)
Z3=1Z3)"**5. 51-

40 Z=1Z2-ZI)1Z3 -I
IF (L.EQ.1) GO TO 90

C
c CCNSTRUCTION OF RESPONSE PATTERNS

A C GMi=2
H(1 )=0
G( 2) =1.
H-(21=l

4 K=1

A50 N=2*N
IF(N.GE.N'4) GO TO 60

DO 51 1=1,PN
G(Nl+I)=G(I )+K
l1(N+I)=H(I)+1
G(I)=G(I)+2*K

51 CCNTINUE
GO TO 50

C
C ORDERING OF RESPCNISE PATTEP14S
C
60 N=N4-I

470 K=3
DO 80 1=19N
V=G(I.1I
W=H-( I)
I F (S(1+1).GEr.S(I)) GO TO 80
U=S(I)
V=G(I)
W=H(I)IM
Sl I)=S( 1+11

NC I)=H( 1+1)

80 CCNTINUF
IF (K.E0,1) GO TO 70

C

CI NUM1=32
99 WRITECý6,100)CGC I),H('.i) ,SCI ),INUM,NUMI)

8481-' ,'+,YvT45, ' ',iX,'PATTRNt?
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Listing of Validation Program

(Continued)

H~CC
C Th-~E VARIABLE R7? IS THE CORRELATION COEFFICIENT BETWEEN
C PATTERN SCORES AND TCTAL CORRECT (ONES).

R7=NI *UU-I AL*X 1
WRITE(6933) R-,UU

33 FORMAT(' R7=8.Fi8.4,1UU=#,F18.4)
.37 FCRMAT(C R7=IF18.4v1UU=IF.-18.4)

R 1=LN1*A2)-( Al*A1)

0=(R1*R8)*-.5

RMU STH UTIL OREAIO OF/CET OB
WRITE(6*213) R7

C213 FORMAT('O',fR(PATTERN SCORE/TOTAL ONES) EQUALS',F6.3)

C USED IN THE DETERMINATION OF .
C RMUL=t(R2**2)+(R1STAP**2)-2*(R2*P.1STAR*R7) )/il-.R7**2)

RMUL=RMUL**.5

£ WRITE(69417) RMUL,FF
417 FORMAT(10#vIR(M1ULT. CORREL. ClOrF*) E0UALS',4XvF6*4i//,

t 1' FF E~kJALS'4F8.4)

C
C THIS PORTION OF THE PROGRAM IS USED IN THE CDETERMINA-

C ION OF A FREQUENCY DISTRIBUTIONF I.E ?TTR

C VS. NUMBER OF PECOPLE WITH THAT PATITERN

DO 350 1=1,128
WRYTE(6.357) G(I).S(I)

357 FORMAT(T209'A PATTERN OF:*sZXvI792X94AND PATTERN SCORE

K0UNT'=O

IF[S(I).EO.X(J)) GO TO 359
GO TO 355
WRITE(6*352) D(J

352 FO0R MAT (T 15 14)
355 CONTINUE

WRITE(6*351) fZOUNT
351 FORMAT(' TOTAL PEOPLE HAVING THIS SCORE-:' S3*//1)
350 CCONTN144,U E

STOP
END

IIGO.FT06FOO1 DD SPACE=(CYL*(5t1))9SYSOUT=D
I/GO.FT07F0O1 DO SYSOUT=B
//GO.FT09FO0l 00 DSN=S0575.KPW3,UNIT=2321,V"L=S;:R'cLO31v

II CB=(RECFM!=FBBLKSIZE=23OOiLRECL=00) ,DISP=(C"L'D-KEEP)
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APPENDIX H1

Output I - Pattern Information

+-------FST EXA.M

PATTERN I TOTAL ONES I PATTERN SCORE 3

2222112 2 -1.0000

2212121 3 -I.0000
2212111 4 -1.0000

2122121 i 3 1 -1.0000
2122112 31 -1.g000
2122111 4 -I.0000
2121122 3 -1.0000

2112211 t 4 1.0000Si ~~~2112112 -I•0
1212111 5 -1.0000
1122121 4 -1.0000
----------------- ----------------------------
1122112 I 4 1 -1.0000
1122111 5 -1.030)
2212211 3 48.5000
2222211 2 49.0000
S222221 0 J 49.6071 -
1222222 I 3 51.3182,

22221.21 2 52.0000
2122211 3 52,0000
2221222 I 1 5 2.5238
2222212 1 52.58331222121 3 53*5000
2222221 I 53.6667

I2i22222 1 1 5 3.8000
2321211 4 54.3033
2222122 1 54.1667 A
2221212 2 54.3000

2212122 2 54•.50C0
2212222 1 54.550-3
1212222 2 54.7500
1222212 I 2 54.8889

NOTE 1: IN PATTERNS, 2'SREPRESENT O'S
NOTE 2: A PTTERN SCCRE OF -1 INCICATES A PATTERN NO ONE HAS
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- "APPENDIX Hl

Output I - Pattern Information

ETST EXAM

SPATTERN I TrTAL ONES I PATTERN SCORE

I 2221221 2 56.0000
2112111 5- 56,0000
1222122 2 556.3333
2122221 2 56.500C

2122212 2 56.5000 11222112 3 56.5000
1212122 3 56.8000 ,
2121Z12 3 1 56.8750

2212222 2 1 57.2500
1122222 2 57.3333
122122.1 2 57.3913
112222 3 57.6003

2211222 2 57,.7308
2221121 3 58.0000
2121222 2 58.303
2112212 3 58.0000

I2211212 3 1 56.2941
1212212 3 58.3077
1221221 3 58.3333
2221211 3 58.5000
2211122 3 58.7143 4

S1212221 3 58.8750
2211221 3 58.9091
2221122 2 59.0000

2211211 I 4 1 59.0000
1222111 4 r 59.0000
1221212 3 59.2222
1221211 4 59.2500

1222221 2 59.5000' 2121112{ 4{ 59. 6667 •
2112222 2 59.7143

i 1211222 3 60.0682

NOTE 1: IN PATTERNSt 2'SREPRESENT O'S
NOTE 2: A PATTERN SCORE OF -1 1NCICATES A PATTERN NO ONE HAS

(Continued)
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APPENDIX 1}

Ouput I - Pattern Information

ETST EXAM
.PA-TERNI TOTAL ONES I PATTERN SCORE

Z111222 3 1 60i,7333
1221122 60.7503
2121221 3 61,0000
1121222 1 3 61.0000

I ~142t12 4 612500
2212221 2 61.6667•--- •121221 4 61.6667

j2.2112 3 62.00000

1 2212112 3 62.0000 .9
I2122122 L I 62,0031

1 2111212 4 6292222
S1211221 1 4 62.2ý308

1 211-2121 462. 5000
1 1212112 62.,503
S-122212 362.5714

a! t 1 722 2 2 1 3 62.*86211i 2112`2 1, 3 6 3.ooco -:
11122]2 - 4 63.2609
1-2 11212 4 63.2857

j112212-2 3 63.5000

1121212 1 4 63.5625
1211122 4 63.61332

1 1112121 5 63.7500
2121i21 I 4 64.00004.----..------------------
2 1121 22 1 3 64.0000
12112i11 5 64.0.03
1.22211 4 64.2500

S1111222 4 64,4000

2111122 4 I 64.6000
1121122 4 64.803)
,-,111 -4 I,65.0000

121111221 4 I 65.00C0
NOTE 1: IN PATTERNS, 2'SREPRESENT 0'

NOTE 2: A PATTERN SCCRE CF -1 INDICATES A PATTERN NO ONE HAS

(Continued)
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APPENDIX H
Output I - Pattern Information

ETST EXAM

Oupu -I --atr -In-- -- or-- -- t--- o --n
PATTERN I TCTAL ONES I PATTERN SCORE

- -2211112 -4 1 65"200-
1221112 4 1 65.2000

1211112 5 65.303)
1121221 4 65.3000

1112211 5 65.5000
1111212 5 65.6097 1
1112112 5 65.750022111121 I5 I 65.7778
1112-2 21 I 1 65.8571

2111112 5 66.0000
1222211 3 66.0001
1121112 5 66.3333

2121111-5--66-5000
2111211 5 66.7500

1111221 5 66.7667
1111122 5 67.7273
2221111 4 1 68.0000 k
1221111 5 68.3333
1211121 5 68.5)30-)
1121211 5 68.5000

1111211 6 1 68.5000
1111112 6 68.7500
1212121 4 69.5003
1121121 1 5 69.6667

2211111 1 5 1 69.8333
2111111 16 1 70.0000
1112111 I6 I 70.51))
1211111 1 6 I 70.8000
1221121 4 1 71 .0000 4
1111121 6 1 7142-954
1111111 7I 73.28571121111 6 73.6667

NOTE 1: IN PATTERNS, 2'SREPRESEN7 31'S

NOTE 2: A PATTERN SCORE OF -1 INDICATE.S A PATTERN NO ONE IAS

(Continued)
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SAPPENDIX I

Output I - Subject Information

ETST EXAM.

IDENT I PREDICTOR I CRITERION I PATTERN SCCRE I TOTAL ONES

I -- 66 76 - 68.7500 6
3 59 53 54.7500 2
5 57 54 54.753) 2
7 73 73 71.2954 69 56 60 56.9091 3

1- 71 70 66.0000 513 63 64 64.4000 415 59 57 54.5530 1
17 64 56 57.3913 2
19 64 54 49.6071 0

21 46 58 54.75)51 2
23 56 56 58.8750 3
25 56 60 65.6097 5
27 I 55 54 58.2941 3
291 6) 68 68.7500 6- 55-

31 49 57 I 54.7500 2
53 55 62 I 60.0682 3
35 72 76 I 73.2857 7
37 68 71 { 69.7500 6
19 66 68 65.8571 4

41 73 71 71.0000 6
43 65 60 64.4030 4
45 59 59 61.0000 3
47 63 1 76 73.6667 6
49 65 64 62.5000 4

51 54 38 1 51.3182 1
53 66 64 1 62.8621 3
55 58 62 57.2500 1 2
57 51 59 57.253) 2
59 61 64 1 65.2000 4

61 62 68 65.3000 4
63 63 67 7c.0000 6
65 63 62 56.0300 2
67 66 70 68.5000 5
69 68 69 63.63)) 4

71 6Q 1 68 68.5000C 6
73 62 63 54.553) I 1
75 58 60 56.8750 1 377 65 459 5.7500 I 2
79 58 58 61.0000 I 3

81 62 57 56.0000 2
83 63 71 69.5000 4
85 59 58 57.7338 2
87 70 76 73.2857 789 59 70 65.7778 5

91 51 61 30.G•82 3
93 51 49 52.5238 1951 45 60 57.6000 3
97 66 68 68.5000 5
99 71 65 68.7500 6

-- 56
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C APPENDIX J
C Cross- Validation Listing
C
C CROSS VALIDATION
C

INTEGEP*4 AC*DEtG-,H,P
RE-AL*8 ClC2,AlA2,VWpXRlR2,R3,R4,R5, C, ZIZ2,Z3,Z,
1AA,BB
DIMENSION A(l2O30),B(12OO),C(1203),D(1230),E(1200),

IG( 128),H(128h*P(7 1200) 128),X( 1200)
C
C NOTE: PARAMETERS OF DATA CARD

C
CAAN,2N,418,,718

CC READ IN CATA

C
C 01 =,N

C
C
C TISU CROS VALD~ID ATIONL PROGRAM WGTH READSN DAAOFM A
-C EiTHE EVXAM LDDAA
C

C
C
C IEDU RERSSEDUM MEANIANDE WENIGT COMPUED RO THE RAIGO

C2 FORMAT(10F.)
REAO(493) AA,88 9=li4),CJ)AJ)DJ

CC FORMAT (711612tF12p 1)

C
c
C COENT TEGRSAE CORECN AND WEACHT SUBJECTEDFO H
C

3 EFORMA( I ,J)+E( J)

C

C

C COUNT TOTA COR(TTLOESTC EACH IUBJETHEPORM

-DO 15 J=1*N1
1AE(J)= iA

IVE(J)=E(IJ)+E(V
82 CONTINUE

15 COTINU
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Cross- Validation Listing
(Continued)

C
C
C OUTPUT VALUES FOR IAl, AND 1A2 Ta BE USED IN THE
C COMPUTATION OF TEST-RETEST CORRELATION COEFFICIENT.
C

WRITE(69999) IA191A2
999 FORMAT(T2O,'1A1=',I8,//,T2O.'!-A2='.118)

CBC CALCULATE DE-CIM-AL -C!VLENT CF BINARY PATTERNS
C THE B(J) ARRAY HOLOLS DECIMAL EQUIVALENT OF EACH
C SUBJECT'S BINARY PATTERN,

DO 18 =IN

K=N4
:1 C DO 19 1 =19N2

K=K/2
M=K*P( I *J)+P

19 CONTI1NUE

18 CONTINUEI C
C ASSIGNMENT OF PATTERN SCORES TO SUBJECTS

DO 31 J=1*N1
K=B(J)
X(J)=S(K)
IF(X(J).LT.O) X(Jh:=E(J)*BB+AA

C31 CCNTINUE
C COMPUTATION OF CORRELATIONS

A1=0.00
A2=0.DO
C1=O.DO
XI=0. 00
X2=0. 00

C2=0.00~(J+X

VC2=(J)'*(J)+V2
W2=C(J)*Xt(J ).A

UU=E(J)*X(J)+UU
41 R3=(N1ý1C2)-(C1*C1)

R2=CN1*X2)-( X1-X1)
R 5= (N1*W )-(C1-X1)
0- (R2*R3)3( *0.5
R2=R5/0

C
C FIRST TIME THROUGH PROGRAM R1 IS THE CORR~ELATION
C. COEFFICIENT FOR PATTERN SCORE VS. CRITERION* SECOND
C TIME THROUGH R1 IS CORRELATIO-N COEFFICIENT FOR TOTAL
C CORRECT VS. CRITERICN.
C
30 Rl=(Nl*A2)-(Al*Al)

0=(RI*P.3)**O.5
Rl=R4/0
IF(L*EO.11 R1STAR=R1

C
C CrIPPtJTWTION UP TE'ST SlATISi171 'FUR P. DIFFERENCE
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Cross- Validation ListinigI (Continued)
Zl=(l+RI)/tl-Rl)
Zl=DLOG(Z1 )12
IF(L.E0.1) GO TO 40

Z2=DLOG( Z2)/2A:1 Z3=(Z3)**0.5
40 Z=(Z2-Z1)1Z3

IF (L.EQ.1) GO TO 90

C

CC PRINT OUT
NUM2=1
NUM3=50i

19;9 WRITEf6,p20O)(D(J~,A(J) .C(J),X(J),E(J),J=NUP2,NUM3)4~120$ FORMAT(`]1'4(/)*T60 IETSTI,T67,'EXAM' ,2(/)vT34,'+'?
3t PATTERN' SCORE'.1Xil'I',X,'TCTAL ONES','113/tT33,

52X,'i',T49.12tT55,'I'.T61*129T66, I T71..F8.4,A T82*tI'.T89,l1,T95,I',~/),T349''1 fo9 leI'/'+'I
7T35v60('-')-*/))

C TFE NEXT TOJO I F STATEMENTS CONTROL THE NUMBER
4 AND LENGTH OF THE LAST TABLE

C

C THE FIRST $IF# STATEMENT: NUMBER INSIDE PAREN N
C SHOULD BE ONE MULTIPLE OF '5' HIGHER THAN Ni; E.G. IF

C NUMBER INSIDE PAREN SHOULD BE 990.
c

IF(NUM43.EO.1190) GO TO 221
NUM2=NUM2+ 53I ~NUM3=NUM3+ 50

c SECOND lIFt STATEMENT: NUMBER INSIDE DAREN MUST BE
C CNUME MLIPLIE OFAR0E+ SHOULWER 101.l .. ,I =26j-C NUMBER INSICbE PAREN SHrCULD BE' 1251; IF N1=126,

IF(NUM3.LT.1151) GC TO 199
NUM2z=4151
NUM.3=1 190
GC TO 199 `v

221 Al=I -Al
A2=rA2
V-4V

209 WRITE(6s210) R2,R1.Z
210 FORMAT(~'1.lCORRELATIC-N AND TESTS'//' ',

1' R(PATTERN) EQUJALS',F15.7,/* i
21R(PREDICTCR) EOUALS'vF15.7,/,
3' Z EQUALS',;F15.7/)
L~ 1
GO TO 30

90 WRITC(69212) Rl.,Z
212 FORMAT('O','R(TOTAL CORRECT) EOUALS',F-15.7/

1' Z EQUALS'eF15.7/)

c THE VARIABLE R7 IS THE CORRELATION %COEFFICIENT 0

C BEWE' ATR SCORES AND TCTAL CORRECT (ONES)t 59



'I Cross- Validation Listing
$(Continued)k

O=R1*8*8=(Nl*X2)-(X1*Xl)
R7=R7/0
WRITE(69213) R7

213 FORMAT(10,*R(PATTERN SCORE/TOTAL ONES) EOtJALS',F6.3)

C
c RMUL IS THEMLIL CkEAIN5OFIIN

FF=((RmuL*12)-(FklSTAR**2))*(N1l-3)/(1-(RMUL**2))
WRITE(6.417) RMUL,FF

47FQRVMATC'0'.'R(MULT* CORREL. COEF.) EQUALS'*4XvF6.4t//,f
It FF EOUALS2.FO*4)
ST OP
END

//GO.FTC6FOOI DD SPACE=ICYL,(591))
I/GO.FTfJ7FOOL CD SYSOUT=BA
IIG0.FTO4FO0l DD CSN=S0575.KPW3-.UNIT=2321.VOL=SER=CELOO1,I IIGC.SYI/ DOI CB=(RECFM=FB,BLKSI~ZE=2OOOLRECL=8O),DISP=(CLD,KEEP)

z]C.YIND

=1A
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APPENDIX K 2
Output III - Cross-Validation

(First 50 Subjects)
ETST oXAM

+------------------------------------------------------------------------------4
IDENT I PREDICTOR I CRITERION I PATTERN SCORE I TOTAL ONES

------- -------- ------------------------------------------------- 1

6 65 I 67 58.5000 3
8 59 52 52.5238 1
10 62 61 62.2308 4

12 71 76 73.2857 7

16 63 62 65.3J)) 5
18 48 36 64.2530 4
20 50 52 -- 52. 5833

22 63 1 66 I. 66.333
7 ,4 61 53 54.55 • I
26 50 5 56 57.7308 2
28 59 65 54.7500 2
3 3 62 64 64.4000 1 4

32 61 58 54,7503 2
34 71 68 65.6097 5
36 65 62 62.8621 3
38 57 58 59.7143 2 2-
40 66 62 57.7308 2 _
42 65 58 65.8571
441 61 56 52.5833 I1
46 68 66 69.6667 5481 70 75) 73,2857 7

so 67 59 52.5238 I1
52 62 61 64..8000 14
54 68 68 15.6)97 5
56 66 65 61,0000 3
58 61 66 71.2954 6

59 54 60.7333 3

6217 54 55 62.8621 3
64 1 55 52 62.8621* 3
66 J 51 58 60.7333 3
681 56 51 49.6071 30
70 62 57 1 54.3000 2 2 I

72 60 61 62,208 4
74 73 768.7500 676 65 7.4 73.2857 778 52 51 4.0000 1 2 -

80 63 74 E6.7667 5

82 66 63 54.oCOO 4
84 73 72 67.7273 5
86 67 64 64,4000488 55 51 54.55Co I -

go6 69 1 67.72735

92 70 71 68.7500 6
94 67 76 67.7273 5
96 53 64 65.,)0)) 4
98 60 62 57.3913 2

100 72 62 67.7273 51
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APPENDIX L

GLOSSA RY OF
COMPUTER VARIABLES

USED IN 't.TESE PROGRAMS

A() - jth subject's GCT score used as a predictor

Al -sum of predictors

A2 - sum of squares of predictors

B(J) - jh subject's decimal value of his binary score

C(J) - jth subject's final school grade used as the criterion

C1 sum of the criterion scores

C2 sum of squares of criterion score

D(J) j th subject's identification number

E(]) jth_ subject's total correct

F(,)- joint frequency distribution

GQ binary pattern (2 replaced 0 in output)

H( total correct in a binary pattern

IAi sum of total correct (total ones)

1A2 sum of square of total correct (total ones)

IHI
- used in calculating range of criterion scores

ILO

IV - sum of C(J)*E(J)

IW( )-a column on a subject's record card

KDNUM - card number

M - coln.in'F matrix'

i6
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Glossary of Computer Variables Used in These Programs
(Continued)

N - row in 'F matrix'

NI - sample size

N2 - number of elements in the binary pattern

N3 - range of criterion scores

,I• N4 - 2**N2; number of combinations of patterns of 1/0 with N2
questions

R1 - correlation coefficient between criterion/predictor
-! 2nd time corelation coefficient between criterion/total correct

R2 correlation coefficient between criterion/pattern

R3-5- torrelation coefficients used in determining R1 and R2

R7 - correlation coefficients between pattern scores and total ones

RMUL - ultiple correlation coefficient

S(I) a pattern score associated with a particular pattern

Si - weighted sum of people with that pattern (weights being the
criterion scores)

S2 -number of people with thatpattern

V - sum of product of C(J)*A(J)

W sum of product of C(J)*X(J)

W(1-7) - an array of questions being used irn this study

o X(]) - jth subject's pattern score

X1 - sum of pattern scores

X2 - su•mof square of pattern score
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Glossary of Computer Variables Used in These. Programs
(Continued)

p Z -test statistic

F -test statistic F distribution
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